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Abstract

We show that every regular language defines a unique nondeterministic finite automaton (NFA), which we call “átomaton”, whose states are the “atoms” of the language, that is, non-empty intersections of complemented or uncomplemented left quotients of the language. We describe methods of constructing the átomaton, and prove that it is isomorphic to the reverse automaton of the minimal deterministic finite automaton (DFA) of the reverse language. We study “atomic” NFAs in which the right language of every state is a union of atoms. We generalize Brzozowski’s double-reversal method for minimizing a deterministic finite automaton (DFA), showing that the result of applying the subset construction to an NFA is a minimal DFA if and only if the reverse of the NFA is atomic. We prove that Sengoku’s claim that his method always finds a minimal NFA is false.
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1. Introduction

Nondeterministic finite automata (NFAs) were introduced by Rabin and Scott [15] in 1959 and still play a major role in the theory of automata. For many purposes it is necessary to convert an NFA to a deterministic finite automaton. Brzozowski [16] introduced an equivalence relation on NFAs, the so-called “atomic” relation, which is of central importance in the present paper. We will refer to Brzozowski’s original paper [16] as [B].
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automaton (DFA). In particular, for each NFA there exists a minimal DFA, unique up to isomorphism. This DFA is uniquely defined by every regular language, and uses the left quotients of the language as states. As well, it is possible to associate an NFA with each DFA, and this is the subject of the present paper. Our NFA is also uniquely defined by every regular language, and uses non-empty intersections of complemented and uncomplemented quotients—the “atoms” of the language—as states.

It appears that the NFA most often associated with a regular language is the universal automaton, sometimes appearing under different names. A substantial survey by Lombardy and Sakarovitch [12] on the subject of the universal automaton contains its history and a detailed discussion of its properties. We refer the reader to that paper, and mention only that research related to the universal automaton goes back to the 1970’s: e.g., in [7] as reported in [1, 8, 11].

We call our NFA the “átomaton” because it is based on the atoms of a regular language; we add the accent\(^1\) to minimize the possible confusion between “automaton” and “atomaton”. We prove that the átomaton of a regular language \(L\) is isomorphic to the reverse automaton of the minimal DFA of the reverse language \(L^R\).

We introduce “atomic” automata, in which the right language of any state is a union of some atoms. This generalizes residual automata [10] in which the right language of any state is a left quotient (which we prove to be a union of atoms), and includes also átomata (where the right language of any state is an atom), DFAs, and universal automata.

We characterize the class of NFAs for which the subset construction yields a minimal DFA. More specifically, we show that the subset construction applied to an NFA produces a minimal DFA if and only if the reverse automaton of that NFA is atomic. This generalizes Brzozowski’s method for DFA minimization by double reversal [3].

We study reduced atomic NFAs associated with a given regular language. We formalize Sengoku’s approach [16] to finding minimal NFAs, and prove that it does not always work, since there exist languages for which no atomic NFA is minimal.

Section 2 recalls properties of regular languages, finite automata, and systems of language equations. In Section 3, we study the right languages of

---

\(^1\)The word should be pronounced with the accent on the first a.
the states of any NFA; we call these languages “partial quotients”. We define partial atoms and partial átomata and study their properties. Quotients and atoms of a regular language and the átomaton are introduced and studied in Section 4. In Section 5, we examine NFAs in which the right language of every state is a union of atoms, and we extend Brzozowski’s method [3] of DFA minimization. In Section 6, we study reduced atomic NFAs accepting a given regular language, and prove that Sengoku’s claim [16] that his method always finds a minimal NFA is false. Section 7 closes the paper.

A much shorter version of some of the results presented here has previously appeared in [5]. Note that here we use a definition of an atom which is slightly different from that of [5] for reasons explained at the end of Section 4.

2. Languages, Automata and Equations

If Σ is a non-empty finite alphabet, then Σ* is the free monoid generated by Σ. A word is any element of Σ*, and the empty word is ε. The length of a word w is |w|. A language over Σ is any subset of Σ*.

The following operations are defined on languages over Σ: complement (L = Σ* \ L), union (K ∪ L), intersection (K ∩ L), product, usually called concatenation or catenation, (KL = \{w ∈ Σ* | w = uv, u ∈ K, v ∈ L\}), positive closure (L+ = \bigcup_{i≥1} L^i), and star (L* = \bigcup_{i≥0} L^i). The reverse wR of a word w ∈ Σ* is defined as follows: εR = ε, and (wa)R = awR, where a ∈ Σ. The reverse of a language L is denoted by LR and defined as LR = \{wR | w ∈ L\}.

A nondeterministic finite automaton is a quintuple N = (Q, Σ, δ, I, F), where Q is a finite, non-empty set of states, Σ is a finite non-empty alphabet, δ : Q × Σ → 2Q is the transition function, I ⊆ Q is the set of initial states, and F ⊆ Q is the set of final states. As usual, we extend the transition function to functions δ : Q × Σ* → 2Q, and δ" : 2Q × Σ* → 2Q. We do not distinguish these functions notationally, but use δ for all three. The language accepted by an NFA N is L(N) = \{w ∈ Σ* | δ(I, w) ∩ F ≠ ∅\}. Two NFAs are equivalent if they accept the same language. The left language of a state q of N is Lq(I)(N) = \{w ∈ Σ* | q ∈ δ(I, w)\}. The right language of a state q is Lq,F(N) = \{w ∈ Σ* | δ(q, w) ∩ F ≠ ∅\}. The right language of a set S of states of N is LS,F(N) = \bigcup_{q∈S} Lq,F(N); hence L(N) = L1,F(N). A state is unreachable if its left language is empty. A state is empty if its right language is empty. An NFA is trim if it has no empty or unreachable states. Two states of an NFA are equivalent if their right languages are identical. An
NFA is reduced if it has no equivalent states. An NFA is minimal if it has the minimal number of states among all the equivalent NFAs.

A deterministic finite automaton is a quintuple $D = (Q, \Sigma, \delta, q_0, F)$, where $Q, \Sigma, \text{ and } F$ are as in an NFA, $\delta : Q \times \Sigma \to Q$ is the transition function, and $q_0$ is the initial state. A DFA is an NFA in which the set of initial states is $\{q_0\}$ and the range of the transition function is restricted to singletons $\{q\}$, $q \in Q$. A DFA is minimal if it has no unreachable states and no two of its states are equivalent.

We use the following operations on automata:

1. Determinization ($D$) applied to an NFA $N$ yields a DFA $N^D$ obtained by the well-known subset construction, where only subsets (including the empty subset) reachable from the initial subset of $N^D$ are used.

2. Reversal ($R$) applied to an NFA $N$ yields an NFA $N^R$, where initial and final states of $N$ are interchanged in $N^R$ and all the transitions are reversed.

3. Trimming ($T$) applied to an NFA $N$ accepting a non-empty language deletes from $N$ all unreachable and empty states, along with the incident transitions, yielding an NFA $N^T$.

4. Minimization ($M$) applied to a DFA $D$ yields the minimal DFA $D^M$ equivalent to $D$.

A trim DFA $D$ is bideterministic if also $D^R$ is a DFA. A language is bideterministic if it is accepted by a bideterministic DFA.

Example 1. Figure 1 (a) shows an NFA $N$, where the initial states are indicated by incoming arrows and final states by double circles. Its determinized DFA $N^D$ is in Fig. 1 (b), where braces around sets are omitted. The minimal equivalent DFA $D = N^{DM}$ of $N^D$ is in Fig. 1 (c), where the equivalent states $\{1\}$, $\{0, 2\}$, and $\{1, 2\}$ are represented by $\{0, 2\}$. The reversed and trimmed version $D^{RT} = N^{DMRT}$ of $D$ is in Fig. 1 (d).

The left quotient, or simply quotient, of a language $L$ by a word $w$ is the language $w^{-1}L = \{x \in \Sigma^* \mid wx \in L\}$. Left quotients are also known as right residuals. Dually, the right quotient of a language $L$ by a word $w$ is the language $Lw^{-1} = \{x \in \Sigma^* \mid xw \in L\}$. Evidently, if $N$ is an NFA and $x$ is in $L_{t,q}(N)$, then $L_{q,F}(N) \subseteq x^{-1}(L(N))$.

The quotient DFA of a regular language $L$ is $D = (Q, \Sigma, \delta, q_0, F)$, where $Q = \{w^{-1}L \mid w \in \Sigma^*\}$, $\delta(w^{-1}L, a) = a^{-1}(w^{-1}L)$, $q_0 = \varepsilon^{-1}L = L$, and $F = \{w^{-1}L \mid \varepsilon \in w^{-1}L\}$. The quotient DFA of $L$ is the minimal DFA for $L$. 
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Figure 1: (a) An NFA $N$; (b) $N^D$; (c) $N^{DM}$; (d) $N^{DMRT}$.

The following is from [12]: If $L \subseteq \Sigma^*$, a subfactorization of $L$ is a pair $(X,Y)$ of languages over $\Sigma$ such that $XY \subseteq L$. A factorization of $L$ is a subfactorisation $(X,Y)$ such that, if $X \subseteq X'$, $Y \subseteq Y'$, and $X'Y' \subseteq L$ for any pair $(X',Y')$, then $X = X'$ and $Y = Y'$. The universal automaton of $L$ is $U_L = (Q, \Sigma, \delta, I, F)$ where $Q$ is the set of all factorizations of $L$, $I = \{(X,Y) \in Q \mid \varepsilon \in X\}$, $F = \{(X,Y) \in Q \mid \varepsilon \in Y\}$, and $(X',Y') \in \delta((X,Y),a)$ if and only if $XaY' \subseteq L$.

For any language $L$ let $L^\varepsilon = \emptyset$ if $\varepsilon \notin L$ and $L^\varepsilon = \{\varepsilon\}$ otherwise. Also, let $n \geq 1$ and let $[n] = \{0, \ldots, n-1\}$. A nondeterministic system of equations (NSE) with $n$ variables $L_0, \ldots, L_{n-1}$ is a set of language equations

$$L_i = \bigcup_{a \in \Sigma} a \left( \bigcup_{j \in J_{i,a}} L_j \right) \cup L_i^\varepsilon \quad i = 0, \ldots, n-1,$$  

where $J_{i,a} \subseteq [n]$, together with an initial set of variables $\{L_i \mid i \in I\}$, where $I \subseteq [n]$ is an index set. The equations are assumed to have been simplified by the rules $a\emptyset = \emptyset$ and $K \cup \emptyset = \emptyset \cup K = K$, for any language $K$. Let $L_{i,a} = \bigcup_{j \in J_{i,a}} L_j$; then $L_{i,a} = a^{-1} L_i$ is the left quotient of $L_i$ by $a$. The language defined by an NSE is $L = \bigcup_{i \in I} L_i$.

Each NSE defines a unique NFA $N$ and vice versa. States of $N$ correspond to the variables $L_i$, there is a transition $L_i \xrightarrow{a} L_j$ in $N$ if and only if $j \in J_{i,a}$, the set of initial states of $N$ is $\{L_i \mid i \in I\}$, and the set of final states is $\{L_i \mid L_i^\varepsilon = \{\varepsilon\}\}$.

If each $L_i$ is a left quotient (that is, a right residual) of the language $L = \bigcup_{i \in I} L_i$, then the NSE and the corresponding NFA are called residual [10].
A deterministic system of equations (DSE) is an NSE

\[ L_i = \bigcup_{a \in \Sigma} aL_{i_a} \cup L_{i}^{\varepsilon} \quad i = 0, \ldots, n - 1, \quad (2) \]

where \( i_a \in [n], \; I = \{0\}, \) and the empty language \( \emptyset \) is retained if it appears.

Each DSE defines a unique DFA \( \mathcal{D} \) and vice versa. Each state of \( \mathcal{D} \) corresponds to a variable \( L_i \), there is a transition \( L_i \xrightarrow{a} L_j \) in \( \mathcal{D} \) if and only if \( i_a = j \), the initial state of \( \mathcal{D} \) corresponds to \( L_0 \), and the set of final states is \( \{ L_i \mid L_i^{\varepsilon} = \{\varepsilon\} \} \). In the special case when \( \mathcal{D} \) is minimal, its DSE constitutes its quotient equations, where every \( L_i \) is a quotient of the initial language \( L_0 \).

To simplify the notation, we write \( \varepsilon \) instead of \( \{\varepsilon\} \) in equations.

**Example 2.** For the NFA of Fig. 1 (a), we have the NSE

\[
\begin{align*}
L_0 &= bL_1, \\
L_1 &= aL_0 \cup b(L_1 \cup L_2) \cup \varepsilon, \\
L_2 &= aL_0 \cup bL_2 \cup \varepsilon,
\end{align*}
\]

with the initial set \( \{L_0, L_2\} \). The language \( L = L_0 \cup L_2 \) accepted by the DFA of Fig. 1 (b) is obtained from this NSE as shown by the equations below on the left. Renaming the unions of variables by new variables corresponding to subsets in the subset construction, we get the equations on the right; for example, \( L_0 \cup L_2 \) is renamed as \( L_{\{0,2\}} \). This is the DSE for the DFA of Fig. 1 (b).

\[
\begin{align*}
L_0 \cup L_2 &= aL_0 \cup b(L_1 \cup L_2) \cup \varepsilon, & L_{\{0,2\}} &= aL_{\{0\}} \cup bL_{\{1,2\}} \cup \varepsilon, \\
L_0 &= a\emptyset \cup bL_1, & L_{\{0\}} &= aL_\emptyset \cup bL_{\{1\}}, \\
L_1 \cup L_2 &= aL_0 \cup b(L_1 \cup L_2) \cup \varepsilon, & L_{\{1,2\}} &= aL_{\{0\}} \cup bL_{\{1,2\}} \cup \varepsilon, \\
L_1 &= aL_0 \cup b(L_1 \cup L_2) \cup \varepsilon, & L_{\{1\}} &= aL_{\{0\}} \cup bL_{\{1\}} \cup \varepsilon, \\
\emptyset &= a\emptyset \cup b\emptyset. & L_\emptyset &= aL_\emptyset \cup bL_\emptyset.
\end{align*}
\]

Noting that \( L_{\{0,2\}}, L_{\{1,2\}}, \) and \( L_{\{1\}} \) are equivalent, we get the quotient equations for the DFA of Fig. 1 (c), where \( L_{\{0\}} = a^{-1}L_{\{0,2\}}, \; L_{\{0,2\}} = b^{-1}L_{\{0,2\}}, \) etc.

\[
\begin{align*}
L_{\{0,2\}} &= aL_{\{0\}} \cup bL_{\{0,2\}} \cup \varepsilon, \\
L_{\{0\}} &= aL_\emptyset \cup bL_{\{0,2\}}, \\
L_\emptyset &= aL_\emptyset \cup bL_\emptyset.
\end{align*}
\]
3. Partial Quotients, Partial Atoms and Partial ñAtomata

3.1. Introduction and Motivation

In 1992, Sengoku [16] defined an NFA to be disjoint if the right languages of any two distinct states are disjoint. He noted that a disjoint NFA \( \mathcal{N} \) has exactly one final state, and proved that an NFA is disjoint if and only if \( \mathcal{N}^R \) is deterministic. It follows that if we reverse, determinize\(^2\), and reverse \( \mathcal{N} \), the resulting NFA \( \mathcal{N}^{RDR} \) is a disjoint NFA equivalent to \( \mathcal{N} \).

We shall show that another NFA obtained from \( \mathcal{N} \) by a completely different process turns out to be isomorphic to \( \mathcal{N}^{RDR} \). In our approach we start with the right languages of states of \( \mathcal{N} \), which we call partial quotients of \( \mathcal{N} \). This terminology is logical, since the right language of a state of \( \mathcal{N} \) that is reached by word \( w \in \Sigma^* \) is always a subset of the quotient of \( L(\mathcal{N}) \) by \( w \). Next we construct all nonempty intersections of complemented and uncomplemented partial quotients of \( \mathcal{N} \), and refer to these languages as partial atoms of \( \mathcal{N} \). These partial atoms become states of an NFA which we call partial átomaton of \( \mathcal{N} \). We then prove that the partial átomaton of \( \mathcal{N} \) is isomorphic to \( \mathcal{N}^{RDR} \).

We begin with a simple example to illustrate the formal ideas that follow.

**Example 3.** Consider the NFA \( \mathcal{N} \) of Fig. 2 (a) recognizing a language \( L \) over alphabet \( \Sigma = \{a, b\} \). The right language of state 1 is \( L_1 \), which is the set of all words having an odd number of bs, and that of state 2 is \( L_2 = \overline{L_1} \).

\(^2\)The reader should note that Sengoku’s DFAs are incomplete, and he does not include the empty state in the determinized version of an NFA.
which is the set of all words having an even number of bs. It follows that $L_0 = a(L_1 \cup L_2) = a \Sigma^*$. Each language $L_i$ is a partial quotient of $\mathcal{N}$, since $L_0 = L = \varepsilon^{-1}L$, and $L_1, L_2 \subseteq a^{-1}L$. The NSE for $\mathcal{N}$ is the set of equations

$$
L_0 = a(L_1 \cup L_2), \\
L_1 = aL_1 \cup bL_2, \\
L_2 = aL_2 \cup bL_1 \cup \varepsilon,
$$

with initial set \{L_0\}.

Next, we construct the partial atoms of $\mathcal{N}$. Since $L_2 = \overline{L_1}$, the intersections containing $L_1 \cap L_2$ and $\overline{L_1} \cap \overline{L_2}$ are empty. We also note that $L_1 \cap \overline{L_2} = L_1$ and $\overline{L_1} \cap \overline{L_2} = L_2$. The partial atoms are the non-empty intersections $X_0 = L_0 \cap L_1 \cap L_2$, $X_1 = L_0 \cap \overline{L_1} \cap L_2$, $X_2 = \overline{L_0} \cap L_1 \cap \overline{L_2}$, and $X_3 = \overline{L_0} \cap \overline{L_1} \cap L_2$, and they obey the following equations:

$$
X_0 = L_0 \cap L_1 \cap \overline{L_2} = aL_1 = a(L_0 \cap L_1 \cap \overline{L_2}) \cup a(\overline{L_0} \cap L_1 \cap \overline{L_2}), \\
X_1 = L_0 \cap \overline{L_1} \cap L_2 = aL_2 = a(L_0 \cap \overline{L_1} \cap L_2) \cup a(\overline{L_0} \cap \overline{L_1} \cap L_2), \\
X_2 = \overline{L_0} \cap L_1 \cap \overline{L_2} = bL_2 = b(L_0 \cap \overline{L_1} \cap L_2) \cup b(\overline{L_0} \cap \overline{L_1} \cap L_2), \\
X_3 = \overline{L_0} \cap \overline{L_1} \cap L_2 = bL_1 \cup \varepsilon = b(L_0 \cap L_1 \cap \overline{L_2}) \cup b(\overline{L_0} \cap \overline{L_1} \cap \overline{L_2}) \cup \varepsilon.
$$

If we identify $X_0 = L_0 \cap L_1 \cap \overline{L_2}$ with 01, $X_1 = L_0 \cap \overline{L_1} \cap L_2$ with 02, $X_2 = \overline{L_0} \cap L_1 \cap \overline{L_2}$ with 1, and $X_3 = \overline{L_0} \cap \overline{L_1} \cap L_2$ with 2, and use \{X_0, X_1\} as the initial set, we obtain the partial automaton $\mathcal{X}$ of Fig. 2 (b).

From Fig. 2, we find that $X_0$ ($X_1$) is the set of all words that begin with $a$ and have an odd (even) number of bs. Also, $X_2$ is the set of all words that begin with $b$ and have an odd number of bs, and a word is in $X_3$ if it is empty or begins with $b$ and has an even number of bs.

Now we construct $\mathcal{N}^{RDR}$. The steps are shown in Tables 1–4, where initial (final) states are denoted by right (left) arrows. Note that Table 4 corresponds precisely to Fig. 2 (b).
In summary, in this section we present the following contributions:

- We define partial átomata and study their properties.
- We prove that partial átomata are isomorphic to Sengoku’s disjoint NFAs, obtained from any NFA $N$ by finding $N^{RDR}$.
- We prepare the ground for definitions of átomata in the next section. Átomata are special cases of partial átomata and have even nicer properties than partial átomata.

### 3.2. Partial Átomata

Let $L$ be a non-empty regular language and let $N = (Q, \Sigma, \delta, I, F)$ be any NFA accepting $L$, with state set $Q = \{q_0, \ldots, q_{k-1}\}$. Let $L_i = L_{q_i}(N)$, $i \in \{0, \ldots, k - 1\}$ be the *partial quotients* of $N$. A partial quotient $L_i$ is *initial* if $q_i$ is an initial state of $N$, it is *final* if $q_i$ is a final state.

A *partial atom* of $N$ is any non-empty language of the form $	ilde{L}_0 \cap \tilde{L}_1 \cap \cdots \cap \tilde{L}_{k-1}$, where $\tilde{L}_i$ is either $L_i$ or $\overline{L}_i$. A partial atom is *initial* if it has some initial partial quotient $\tilde{L}_i$ as a term in its intersection, it is *final* if and only if it contains $\varepsilon$. Since $L(N)$ is non-empty, $N$ has at least one partial quotient containing $\varepsilon$. Hence it has exactly one final partial atom $\tilde{L}_0 \cap \tilde{L}_1 \cap \cdots \cap \tilde{L}_{k-1}$, where $\tilde{L}_i = L_i$ if $\varepsilon \in L_i$, and $\tilde{L}_i = \overline{L}_i$ otherwise.

If the intersection $\tilde{L}_0 \cap \cdots \cap \tilde{L}_{k-1}$ is non-empty, then we call it the *negative* partial atom; all the other partial atoms are *positive*. Let the set of partial atoms be $X = \{X_0, \ldots, X_{\ell-1}\}$. Let the number of positive partial atoms be $h$; this number is either $\ell$ or $\ell - 1$. By convention, $I_X$ is the set of initial partial atoms, $X_{h-1}$ is the final partial atom, and $X_{\ell-1}$ is the negative partial atom, if present. The negative partial atom can never be final, since there must be at least one complemented final partial quotient in its intersection.
In the following definition we use a one-one correspondence $X_i \leftrightarrow X_i$ between partial atoms $X_i$ and the states $X_i$ of the NFA $X$ defined below.

**Definition 1.** The partial atomaton of $N$, is the NFA defined by $X = (X, \Sigma, \eta, I_X, \{X_{h-1}\})$, where $X = \{X_i \mid X_i \in X\}$, $I_X = \{X_i \mid X_i \in I_X\}$, and $X_j \in \eta(X_i, a)$ if and only if $aX_j \subseteq X_i$, for all $X_i, X_j \in X$ and $a \in \Sigma$.

The partial atomaton can be constructed directly from the NSE corresponding to $N$, as illustrated in Example 3.

**Proposition 1.** The following properties hold for partial atoms:
1. Partial atoms are pairwise disjoint, that is, $X_i \cap X_j = \emptyset$ for all $i, j \in \{0, \ldots, \ell - 1\}$, $i \neq j$.
2. The quotient $w^{-1}L$ of $L$ by $w \in \Sigma^*$ is a (possibly empty) union of partial atoms.
3. The quotient $w^{-1}X_i$ of $X_i$ by $w \in \Sigma^*$ is a (possibly empty) union of partial atoms.
4. Partial atoms define a partition of $\Sigma^*$.

**Proof.** 1. If $X_i \neq X_j$, then there exists $g \in \{0, \ldots, k - 1\}$ such that $L_g$ is a term of $X_i$ and $\overline{L_g}$ is a term of $X_j$, or vice versa. Hence $X_i \cap X_j = \emptyset$.
2. The empty quotient, if present, is the empty union of partial atoms. Every non-empty quotient $K_j$ is a union of some partial quotients. As well, every $L_i \neq \emptyset$ is the union of all the $2^{\ell-1}$ intersections that have $L_i$ as a term. This includes all partial atoms that have $L_i$ as a term, and possibly some empty intersections.
3. The quotient of a partial atom $X_i$ by a letter $a \in \Sigma$ is an intersection of quotients of uncomplemented or complemented partial quotients of $L$. Since a quotient of a partial quotient is a union of partial quotients, and a quotient of a complemented partial quotient is an intersection of complemented partial quotients, the quotient of $X_i$ by $a$ is a union of intersections of complemented or uncomplemented partial quotients of $L$. If a partial quotient $L_j$ does not appear as a term in some intersection $Z$ of this union, then we “add it in” by using the fact that $Z = Z \cap (L_j \cup \overline{L_j}) = (Z \cap L_j) \cup (Z \cap \overline{L_j})$. After all the missing partial quotients are so added, we obtain a union of partial atoms. It follows that $w^{-1}X_i$ is a union of partial atoms of $L$ for every $w \in \Sigma^*$.
4. Since the union of all the intersections of complemented and uncomplemented partial atoms is $\Sigma^*$, the claim follows.

**Lemma 1.** Let $w, x \in \Sigma^*$. If $wx \in X_i$ and $x \in X_j$ then $wX_j \subseteq X_i$, for $i, j \in \{0, \ldots, \ell - 1\}$.
Proof. Assume that $wx \in X_i$ and $x \in X_j$, but suppose $wy \notin X_i$ for some $y \in X_j$. Then $x \in w^{-1}X_i$ and $y \notin w^{-1}X_i$. By Proposition 1, Part 3, $w^{-1}X_i$ is a union of partial atoms. So, on the one hand, $x \in w^{-1}X_i$ and $x \in X_j$ together imply $X_j \subseteq w^{-1}X_i$. On the other hand, from $y \notin w^{-1}X_i$ and $y \in X_j$, we get $X_j \not\subseteq w^{-1}X_i$. So if $wy \notin X_i$, we have a contradiction. Hence, $wX_j \subseteq X_i$. \hfill\Box

Lemma 2. For $w \in \Sigma^*$, $X_j \in \eta(X_i, w)$ if and only if $wX_j \subseteq X_i$, for $i, j \in \{0, \ldots, \ell - 1\}$.

Proof. The proof is by induction on the length of $w$. If $|w| = 0$ and $X_j \in \eta(X_i, \varepsilon)$, then $i = j$ and $\varepsilon X_j \subseteq X_i$. If $|w| = 0$ and $\varepsilon X_j \subseteq X_i$, then $i = j$, since partial atoms are disjoint; hence $X_j \in \eta(X_i, \varepsilon)$. If $|w| = 1$, then the lemma holds by Definition 1.

Now, let $w = av$, where $a \in \Sigma$ and $v \in \Sigma^+$, and assume that lemma holds for $v$. Suppose that $X_j \in \eta(X_i, av)$. Then there exists some state $X_k$ such that $X_k \in \eta(X_i, a)$ and $X_j \in \eta(X_k, v)$. Thus, $aX_k \subseteq X_i$ by the definition of partial átomaton, and $vX_j \subseteq X_k$ by the induction assumption, implying that $avX_j \subseteq X_i$.

Conversely, let $avX_j \subseteq X_i$. Then $vX_j \subseteq a^{-1}X_i$. Let $x \in X_j$. Then $vx \in a^{-1}X_i$. Since by Proposition 1, Part 3, $a^{-1}X_i$ is a union of partial atoms, there exists a partial atom $X_k$ such that $vx \in X_k$. Since $x \in X_j$, by Lemma 1 we get $vX_j \subseteq X_k$. Furthermore, because $avX_j \subseteq X_i$ and $x \in X_j$, we have $vx \in X_i$. Since $vx \in X_k$, then $aX_k \subseteq X_i$ by Lemma 1.

As the lemma holds for $v$ and $a$, $vX_j \subseteq X_k$ implies $X_j \in \eta(X_k, v)$, and $aX_k \subseteq X_i$ implies $X_k \in \eta(X_i, a)$, showing that $X_j \in \eta(X_i, av)$. \hfill\Box

Proposition 2. The right language of state $X_i$ of partial átomaton $\mathcal{X}$ is the partial atom $X_i$, that is, $L_{X_i, \{X_h\}}(\mathcal{X}) = X_i$, for all $i \in \{0, \ldots, \ell - 1\}$.

Proof. Let $w \in L_{X_i, \{X_h\}}(\mathcal{X})$; then $X_h \in \eta(X_i, w)$. By Lemma 2, we have $wX_h \subseteq X_i$. Since $w \in X_i$, we have $wX_h \subseteq X_i$.

Now suppose that $w \in X_i$. Then $wx \in X_i$, and since $\varepsilon \in X_h$, by Lemma 1 we get $wX_h \subseteq X_i$. By Lemma 2, $X_h \in \eta(X_i, w)$, that is, $w \in L_{X_i, \{X_h\}}(\mathcal{X})$. \hfill\Box

Proposition 3. The language accepted by partial átomaton $\mathcal{X}$ of $L$ is $L$, that is, $L(\mathcal{X}) = L$. 
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Proof. We have \(L(\mathcal{X}) = \bigcup_{X_i \in I_X} L_{X_i \in I_X}(\mathcal{X}) = \bigcup_{X_i \in I_X} X_i\), by Proposition 2. Since \(I_X\) is the set of all partial atoms that have some \(L_j\) as a term such that \(q_j \in I\), we also have \(L = \bigcup_{X_i \in I_X} X_i\).

Next, we will show that \(\mathcal{X}\) is isomorphic to the NFA \(\mathcal{N}^{RDR}\). To prove this result, we use the automata \(\mathcal{N}^R = (Q, \Sigma, \delta^R, F, I)\), \(\mathcal{N}^{RD} = (S, \Sigma, \gamma, F, G)\), and \(\mathcal{N}^{RDR} = (S, \Sigma, \gamma^R, G, \{F\})\). This is a generalization of the isomorphism result in [6].

**Proposition 4 (Isomorphism).** Let \(\varphi : X \to S\) be the mapping assigning to state \(X_i\), given by \(X_i = L_{i_0} \cap \cdots \cap L_{i_{g-1}} \cap L_{j_i} \cap \cdots \cap L_{j_{k-1}}\) of \(\mathcal{X}\), the set \(\{q_{i_0}, \ldots , q_{i_{g-1}}\}\). Then \(\varphi\) is an NFA isomorphism between \(\mathcal{X}\) and \(\mathcal{N}^{RDR}\).

Proof. Every initial state \(X_i\) of \(\mathcal{X}\) is mapped to a subset \(Q_i\) of \(Q\), corresponding to the set of uncomplemented \(L_j\)’s in \(X_i\), having a property \(Q_i \cap I \neq \emptyset\). Then \(Q_i\) is a final state of \(\mathcal{N}^{RD}\) and therefore, an initial state of \(\mathcal{N}^{RDR}\).

The final state \(X_{h-1}\) of \(\mathcal{X}\) is mapped to the set of all \(q_j\)’s such that \(\varepsilon \in L_j\), that is, the set of final states of \(\mathcal{N}\), which is the initial state of \(\mathcal{N}^{RD}\), and thus the final state of \(\mathcal{N}^{RDR}\).

We also have to demonstrate that \(X_j \in \eta(X_i, a)\) if and only if \(\varphi(X_j) \in \gamma^R(\varphi(X_i), a)\) for all \(X_i, X_j \in X\) and \(a \in \Sigma\).

Let \(s \in S\) be a state of \(\mathcal{N}^{RD}\). The left language of state \(s\) consists of all words \(u\) such that \(u \in L_{F,s}(\mathcal{N}^R)\) for every \(q \in s\), but \(u \not\in L_{F,q}\) for any \(q' \not\in s\). We get that, \(L_{F,s}(\mathcal{N}^{RD}) = (\bigcap_{q \in s} L_{F,q}(\mathcal{N}^R))\) \(\setminus (\bigcup_{q' \not\in s} L_{F,q'}(\mathcal{N}^R))\) = \((\bigcap_{q \in s} L_{F,q}(\mathcal{N}^R)) \cap (\bigcap_{q' \not\in s} L_{F,q'}(\mathcal{N}^R)), \) and so \(L_{s,F}(\mathcal{N}^{RDR}) = (\bigcap_{q \in s} L_{q,F}(\mathcal{N})) \cap (\bigcap_{q' \not\in s} L_{q',F}(\mathcal{N}))\). Also, given a state \(t\) of \(\mathcal{N}^{RD}\) (as well as \(\mathcal{N}^{RDR}\)), similar equations hold for \(t\). Then, \(\gamma(s,a) = t\) for some \(a \in \Sigma\) if and only if \(L_{F,s}(\mathcal{N}^{RD})a \subseteq L_{F,t}(\mathcal{N}^{RD})\). This is equivalent to having \(s \in \gamma^R(t, a)\) if and only if \(aL_{s,F}(\mathcal{N}^{RDR}) \subseteq L_{t,F}(\mathcal{N}^{RDR})\). Considering above, the latter is equivalent to \(a(\bigcap_{q \in s} L_{q,F}(\mathcal{N})) \cap \bigcap_{q' \not\in s} L_{q',F}(\mathcal{N})) \subseteq \bigcap_{q \in t} L_{q,F}(\mathcal{N}) \cap \bigcap_{q' \not\in t} L_{q',F}(\mathcal{N})\).

Let \(s = \{q_{j_0}, \ldots , q_{j_{g-1}}\}\) and \(t = \{q_{i_0}, \ldots , q_{i_{g-1}}\}\). Then we have that \(\{q_{j_0}, \ldots , q_{j_{g-1}}\} \in \gamma^R(\{q_{i_0}, \ldots , q_{i_{g-1}}\}, a)\) if and only if \(a(L_{j_0} \cap \cdots \cap L_{j_{g-1}} \cap L_{j_e} \cap \cdots \cap L_{j_{k-1}}) \subseteq L_{i_0} \cap \cdots \cap L_{i_{g-1}} \cap L_{i_e} \cap \cdots \cap L_{i_{k-1}}\). By denoting \(X_i = L_{i_0} \cap \cdots \cap L_{i_{g-1}} \cap L_{i_e} \cap \cdots \cap L_{i_{k-1}}\) and \(X_j = L_{j_0} \cap \cdots \cap L_{j_{g-1}} \cap L_{j_e} \cap \cdots \cap L_{j_{k-1}}\), we get that \(\varphi(X_j) \in \gamma^R(\varphi(X_i), a)\) if and only if \(aX_j \subseteq X_i\). According to the definition of \(\mathcal{X}\), the latter is equivalent to \(X_j \in \eta(X_i, a)\).

**Corollary 1.** The mapping \(\varphi\) is a DFA isomorphism between \(\mathcal{X}^R\) and \(\mathcal{N}^{RD}\).
4. Quotients, Atoms and Átomata

4.1. Background

Sengoku [16] studied the NFA $\mathcal{N}^{RDMR}$ obtained from any NFA $\mathcal{N}$ by reversal, determinization, minimization and reversal. He called $\mathcal{N}^{RDMR}$ the normal NFA equivalent to $\mathcal{N}$. He defined an NFA $\mathcal{N}$ to be in standard form if $\mathcal{N}^{RDM}$ is minimal.

Recall a (slightly modified version of a) theorem from [3]:

Theorem 1. If an NFA $\mathcal{N}$ has no empty states and $\mathcal{N}^R$ is deterministic, then $\mathcal{N}^D$ is minimal.

Suppose instead of starting with an NFA, we start with a minimal DFA $D$. Since $D$ has no unreachable states, $D^R$ has no empty states, and so Theorem 1 applies to $D^R$. Thus $D^{RD}$ is minimal, that is, $D^{RD} = D^{RDM}$, and $D^{RD} \cup D^{RDR} = D^{RDR}$. Since $D^{RD}$ is minimal, $D^{RDR}$ is in standard form. The NFA $D^{RDR}$ also appeared in the work of Matz and Potthoff [13].

As in the case of disjoint NFAs discussed in the previous section, we introduce a completely different definition of an NFA (which we call an átomaton) defined by a given minimal DFA—or equivalently, by any regular language—and prove that that NFA is isomorphic to $D^{RDR}$.

The concepts used here are special cases of those of Section 3: here, instead of using an arbitrary NFA, we start with the minimal DFA of a regular language $L$.

4.2. Átomata

Let $D = (Q, \Sigma, \delta, q_0, F)$ be the minimal DFA of $L$, with state set $Q = \{q_0, \ldots, q_{n-1}\}$. It is well known that the right language of every state $q_i$ of $D$ is a quotient $K_i = L_{q_i, r}(D)$ of $L$, $i \in \{0, \ldots, n-1\}$.

An atom of $L$ is any non-empty language of the form $\overline{K_0} \cap \overline{K}_1 \cap \cdots \cap \overline{K}_{n-1}$, where $\overline{K}_i$ is either $K_i$ or $\overline{K}_i$. Let the set of atoms be $A = \{A_0, \ldots, A_{m-1}\}$. Thus atoms of $L$ define a partition of $\Sigma^*$, and $L$ has at most $2^n$ atoms.

An atom is initial if it has $K_0$ (rather than $\overline{K}_0$) as a term; it is final if and only if it contains $\varepsilon$. Since $L$ is non-empty, it has at least one quotient containing $\varepsilon$. Hence it has exactly one final atom, the atom $\overline{K_0} \cap \overline{K}_1 \cap \cdots \cap \overline{K}_{n-1}$, where $\overline{K}_i = K_i$ if $\varepsilon \in K_i$, and $\overline{K}_i = \overline{K}_i$ otherwise.

If the intersection $\overline{K_0} \cap \cdots \cap \overline{K}_{n-1}$ is non-empty, then we call it the negative atom; all the other atoms are positive. Let the number of positive
atoms be \( p \); this number is either \( m \) or \( m - 1 \). By convention, \( I_A \) is the set of initial atoms, \( A_{p-1} \) is the final atom, and the negative atom, if present, is \( A_{m-1} \). The negative atom can never be final, since there must be at least one complemented final quotient in its intersection.

Evidently, the set of partial atoms of the quotient DFA \( D \) of the language \( L \) is the set of atoms of \( L \). Since atoms of \( L \) are a special case of partial atoms, all the results of Section 3 about partial atoms hold for atoms.

Let \( \mathcal{N} = (Q, \Sigma, \delta, I, F) \) be an NFA accepting \( L \), with partial quotients \( L_0, \ldots, L_{k-1} \), partial atoms \( X = \{X_0, \ldots, X_{\ell-1}\} \), and partial átomaton \( \mathcal{X} = (X, \Sigma, \eta, I_X, \{X_{h-1}\}) \).

**Proposition 5.** For every \( X_i \), where \( i = 0, \ldots, \ell - 1 \), there exists some atom \( A_j, j \in \{0, \ldots, m - 1\} \), such that \( X_i \subseteq A_j \).

**Proof.** Let \( X_i = L_{i_0} \cap \cdots \cap L_{i_{g-1}} \cap \overline{L_{i_0} \cap \cdots \cap L_{i_{k-1}}} \), where \( 0 \leq g \leq k \). Let \( A_j = K_{j_0} \cap \cdots \cap K_{j_{e-1}} \cap \overline{K_{j_0} \cap \cdots \cap K_{j_{n-1}}} \) be an atom that has a quotient \( K_l \) uncomplemented if and only if there is some \( L_r \in \{L_{i_0}, \ldots, L_{i_{g-1}}\} \) such that \( L_r \subseteq K_l \), and all the other quotients complemented. We claim that \( X_i \subseteq A_j \). On the one hand, from the choice of atom \( A_j \), it is clear that \( L_{i_0} \cap \cdots \cap L_{i_{g-1}} \subseteq K_{j_0} \cap \cdots \cap K_{j_{e-1}} \). On the other hand, it has to be the case that every quotient \( K_l \) that is complemented in \( A_j \), is a union of some \( L_k \)'s from the set \( \{L_{i_0}, \ldots, L_{i_{k-1}}\} \), or otherwise \( K_l \) would be included as an uncomplemented quotient. Therefore, \( K_{j_0} \cup \cdots \cup K_{j_{n-1}} \subseteq L_{i_0} \cup \cdots \cup L_{i_{k-1}} \), implying \( L_{i_0} \cap \cdots \cap L_{i_{k-1}} \subseteq K_{j_0} \cap \cdots \cap K_{j_{n-1}} \). It follows that \( L_{i_0} \cap \cdots \cap L_{i_{g-1}} \cap L_{i_0} \cap \cdots \cap L_{i_{k-1}} \subseteq K_{j_0} \cap \cdots \cap K_{j_{e-1}} \cap \overline{K_{j_0} \cap \cdots \cap K_{j_{n-1}}} \). Thus, \( X_i \subseteq A_j \). \( \square \)

**Proposition 6.** Every atom \( A_j \) is a disjoint union of some \( X_i \)s.

**Proof.** The set \( X \), as well the set \( A \) of atoms is a partition of \( \Sigma^* \). By Proposition 5, every \( X_i \) is a subset of some atom \( A_j \); hence we conclude that every atom is a disjoint union of some \( X_i \)s. \( \square \)

We define the átomaton of \( L \) as a special case of a partial átomaton that uses a one-one correspondence \( A_i \leftrightarrow A_i \) between atoms \( A_i \) and the states \( A_i \) of the NFA \( A \) as follows:

**Definition 2.** The átomaton of \( L \) is the NFA \( A = (A, \Sigma, \alpha, I_A, \{A_{p-1}\}) \), where \( A = \{A_i \mid A_i \in A\} \), \( I_A = \{A_i \mid A_i \in I_A\} \), and \( A_j \in \alpha(A_i, a) \) if and only if \( aA_j \subseteq A_i \), for all \( A_i, A_j \in A \) and \( a \in \Sigma \).
Proposition 7. Suppose $N$ is an NFA accepting $L$ and $X$ is its partial átomaton; then $X$ is the átomaton of $L$ if and only if $X$ is the set of atoms.

Proof. If $X$ is the átomaton of $L$, then the set $X$ must be the set of atoms.

Conversely, let $X$ be the set of atoms. We show that in this case, $I_X$ is the set of initial atoms, and $X_{h-1}$ is the final atom. By definition of $I_X$, $X_i \in I_X$ if and only if $X_i$ has some term $L_j$ such that $L_j = L_{q_j}(N)$ for some initial state $q_j$ of $N$. So if $X_i \in I_X$, then there is some $q_j \in I$ such that $X_i \subseteq L_j \subseteq K_0$ holds, implying that $X_i$ is an initial atom. On the other hand, if $X_i$ is an initial atom, then it must have some term $L_j$ such that $X_i \subseteq L_j \subseteq K_0$ and $q_j \in I$, implying $X_i \in I_X$.

Also, since $\varepsilon \in X_{h-1}$, $X_{h-1}$ is the final atom. One can verify now that the partial átomaton $X$ of Definition 1 is the átomaton of $L$. 

We illustrate the computation of the átomaton using quotient equations.

Example 4. Consider the language $L = a\Sigma^*$ of Example 3. It is defined by the following quotient equations:

\begin{align*}
K_0 &= aK_1 \cup bK_2 = L, \\
K_1 &= aK_1 \cup bK_1 \cup \varepsilon = \Sigma^*, \\
K_2 &= aK_2 \cup bK_2 = \emptyset.
\end{align*}

We find the atoms using these quotient equations in the same way as we found partial atoms from the equations for partial quotients. Note that all intersections having $K_2$ as a term are empty, as are those containing $\overline{K_1}$. Hence there are only two atoms: $A_0 = K_0 \cap K_1 \cap K_2 = K_0 = L$, and $A_1 = \overline{K_0} \cap K_1 \cap K_2 = \overline{K_0} = \overline{L}$. Thus we find the atom equations

\begin{align*}
A_0 &= a[(K_0 \cap K_1 \cap K_2) \cup (\overline{K_0} \cap K_1 \cap K_2)], \\
A_1 &= b[(K_0 \cap K_1 \cap K_2) \cup (\overline{K_0} \cap K_1 \cap K_2)] \cup \varepsilon,
\end{align*}

where $A_0 = L = a\Sigma^*$ and $A_1 = \overline{L} = b\Sigma^* \cup \varepsilon$. By Proposition 6, every atom is a union of partial atoms. Indeed one verifies that $A_0 = X_0 \cup X_1$ and $A_1 = X_2 \cup X_3$, where the $X_i$ are defined in Example 3.

We now relate a number of concepts associated with regular languages:

Theorem 2. Let $L$ be a regular language, let $D$ be its minimal DFA, and let $A$ be its átomaton. Then the following statements hold:
1. \( A \) is isomorphic to \( D^{RDR} \).
2. The reverse \( A^R \) of \( A \) is the minimal DFA of \( L^R \).
3. The DFA \( A^D \) is the minimal DFA of \( L \).
4. For any NFA \( N \) accepting \( L \), \( N^{RD\text{MR}} \) is isomorphic to \( A \).
5. \( A \) is isomorphic to \( D \) if and only if \( L \) is bideterministic.

Proof. Claim 1 follows by Propositions 4 and 7. Claim 2 follows from Claim 1 and Theorem 1. Since \( A^R \) is deterministic and minimal, it has no unreachable states. Hence \( A \) has no empty states and Theorem 1 applies. Therefore \( A^D \) is the minimal DFA accepting \( L \), and Claim 3 follows. Claim 4 holds because \( N^{RD\text{M}} \) is the minimal DFA of \( L^R \).

To prove Claim 5, first suppose that \( A \) is isomorphic to \( D \). DFA \( D \) must be trim, because all states of \( \text{atomaton} \) \( A \) are non-empty. Since \( A \) is isomorphic to \( D \), \( A \) itself is a trim DFA. By Claim 2, \( A^R \) is a DFA. Hence \( A \), and so also \( L \), are bideterministic.

Conversely, let \( B \) be a bideterministic DFA accepting \( L \). Since \( B \) is a trim DFA, \( B^{RD} \) is minimal by Theorem 1. Since \( B^R \) is deterministic, we get \( B^{RD} = B^R \). Thus \( B^{RD\text{MR}} = B^{RDR} = B^{RR} = B \) is isomorphic to \( A \) by Claim 4. On the other hand, since \( B^R \) is deterministic, \( B^D = B \) is minimal by Theorem 1. Hence \( B \) is isomorphic to \( D \). Since \( B \) is isomorphic both to \( A \) and \( D \), \( A \) is isomorphic to \( D \).

An NFA \( D^{RD\text{RT}} \) isomorphic to the trim \( \text{atomaton} \) \( A^T \) is considered in [13]. It is noted there that for each word \( w \) in \( L \) there is a unique path in \( D^{RD\text{RT}} \) accepting \( w \), and deleting any transition from \( D^{RD\text{RT}} \) results in a smaller accepted language. It is also stated in [13] without proof that the right language \( L_{q,F}(N) \) of any state \( q \) of an NFA \( N \) accepting \( L \) is a subset of a union of atoms. This holds because \( L_{q,F}(N) \) is a subset of some quotient of \( L \), and quotients are unions of atoms by Proposition 1, Part 2.

Theorem 2 provides another method of finding the \( \text{atomaton} \) of \( L \): simply reverse the quotient DFA of \( L^R \).

To end this section, we explain the differences between our present definition of an atom and that of [5]. The definition in [5] did not consider the intersection of all the complemented quotients to be an atom, and so all atoms were positive. It was shown in [5] that the reverse of the \( \text{atomaton} \) with only positive atoms is the trim version of the minimal DFA of \( L^R \). With the negative atom, we avoid the trimming operation; so the reverse of the
átomaton is the minimal DFA of $L^R$. Also, with the negative atom, a language $L$ and its complement language $\overline{L}$ have the same atoms. Finally, we have symmetry between the atoms with 0 and $n$ complemented quotients, and the same upper bounds on quotient complexity for both, as was shown in [6].

5. Atomic NFAs

5.1. Basic Properties

We now introduce a new class of NFAs and study their properties.

**Definition 3.** An NFA $N = (Q, \Sigma, \delta, I, F)$ is atomic if for every state $q \in Q$, the right language $L_{q,F}(N)$ of $q$ is a union of some atoms of $L(N)$.

Note that, if $L_{q,F}(N) = \emptyset$, then it is the union of zero atoms.

Recall that an NFA $N$ is residual, if $L_{q,F}(N)$ is a (left) quotient of $L(N)$ for every $q \in Q$. Since every quotient is a union of atoms (see Proposition 1, Part 2), every residual NFA is atomic. However, the converse is not true: there exist atomic NFAs which are not residual. For example, the átomaton of a language $L$ is atomic, but not necessarily residual, because in a general case, atoms are different from quotients. Note also that every DFA with only reachable states is atomic because the right language of every state of such DFA is some quotient.

Let us now consider the universal automaton $U_L = (Q, \Sigma, \delta, I, F)$ of a language $L$. We state some basic properties of this automaton from [12]. Let $(X, Y)$ be a factorization of $L$. Then

1. $Y = \bigcap_{x \in X} x^{-1}L$ and $X = \bigcap_{y \in Y} Ly^{-1}$.
2. $L_{I,(X,Y)}(U_L) = X$ and $L_{(X,Y),F}(U_L) = Y$.
3. The universal automaton $U_L$ accepts $L$.

**Theorem 3.** Let $L$ be any regular language. The following automata accepting $L$ are atomic:

1. The átomaton $A$.
2. Any DFA with no unreachable states.
3. Any residual NFA.
4. The universal automaton $U_L$.

**Proof.**
1. $A$ is atomic because the right language of every state of $A$ is an atom of $L$. 
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2. The right language of every state of any DFA accepting \( L \) that has no unreachable states, is a quotient of \( L \). Since every quotient is a union of atoms, every such DFA is atomic.

3. The right language of every state of any residual NFA of \( L \) is a quotient of \( L \), and hence a union of atoms. Thus, any residual NFA is atomic.

4. We show that the right language of every state \((X, Y)\) of \( U_L \) is a union of atoms of \( L(U_L) = L \). Let \((X, Y)\) be any state of \( U_L \). Since by property (2) above, \( L_{(X,Y),F}(U_L) = Y \) holds, it is enough to show that \( Y \) is a union of atoms.

   By (1), \( Y = \bigcap_{x \in X} x^{-1}L \). We note that if \( Y = \emptyset \), then \( Y \) is the union of zero atoms. We also note that if \( X = \emptyset \), then \( Y = \Sigma^* \), and so \( Y \) is the union of all atoms.

   Let \( L_0, \ldots, L_{n-1} \) be the quotients of \( L \). Then for some \( H \subseteq [n] \), \( Y = \bigcap_{i \in H} L_i \). Now \( \bigcap_{i \in H} L_i = (\bigcap_{i \in H} L_i) \cap (\bigcap_{j \in [n]\setminus H}(L_j \cup \overline{L_j})) = \bigcup(\bigcap_{i \in H} L_i) \cap (\bigcap_{j \in [n]\setminus H} \overline{L_j}) \), where \( \overline{L_j} \) is either \( L_j \) or \( \overline{L_j} \). Thus, \( Y \) is a union of atoms of \( L \).

5.2. Atomicity of States and NFAs

Let \( N = (Q, \Sigma, \delta, I, F) \) be any NFA accepting \( L \). We call a state \( q_i \) of \( N \) atomic if its right language \( L_i = L_{q_i,F}(N) \) is a union of atoms of \( L \). We now present a method of detecting which states of an NFA are atomic.

Consider the DFA \( N_{RD} \) and the NFA \( N_{RDR} \); these two automata have the same set \( S \) of states. By Proposition 4, there is an isomorphism \( \varphi \) between the partial atomaton \( X \) of \( N \) and the NFA \( N_{RDR} \). Since there is a one-one correspondence between states \( X_i \) of \( X \) and partial atoms \( X_i \) of \( N \), we can also establish a one-one correspondence \( \varphi' \) between partial atoms \( X_i \) of \( N \) and states \( s_i \) of \( N_{RD} \) as follows:

**Definition 4.** Let \( \varphi' : X \to S \) be the mapping such that for every \( X_i \in X \) and \( s_i \in S \), \( \varphi'(X_i) = s_i \) if and only if \( \varphi(X_i) = s_i \).

DFA \( N_{RD} \) is not necessarily minimal. Let \( S_0, \ldots, S_{r-1} \) be the sets of equivalent states of \( N_{RD} \); that is, every \( S_j \) is an equivalence class of the states of \( N_{RD} \). The following proposition holds:

**Proposition 8.** Let \( X' \subseteq X \) be a set of partial atoms of \( N \), and let \( S' \subseteq S \) be the corresponding set of states of \( N_{RD} \) according to mapping \( \varphi' \). An equality \( \bigcup_{X_i \in X'} X_i = A_j \) holds for some atom \( A_j \) if and only if \( S' \) is equal to some equivalence class \( S_j \).
Proof. Let \( X' \subseteq X \) be a set of partial atoms of \( \mathcal{N} \), and let \( S' = \{ s_i \in S \mid \varphi'(X_i) = s_i \} \), where \( X_i \in X' \) be the corresponding set of states of \( \mathcal{N}^{RD} \).

Consider the minimal DFA \( \mathcal{N}^{RD\text{M}} \) of \( L^R \). It is well known that this DFA can be obtained by “merging” the states of each set \( S_j \) of the states of the DFA \( \mathcal{N}^{RD} \), into a state \( t_j \) of \( \mathcal{N}^{RD\text{M}} \). Similarly, \( \mathcal{N}^{RD\text{MR}} \), the reverse NFA of the minimal DFA of \( L^R \), can be obtained by merging the corresponding states of \( \mathcal{N}^{RDR} \), or equivalently, its isomorphic partial automaton \( \mathcal{X} \). Since by Proposition 2, the right language of every state of \( \mathcal{X} \) is some partial atom, the right language of the state \( t_j \) of \( \mathcal{N}^{RD\text{MR}} \) is the union of partial atoms \( X_i \) of \( \mathcal{N} \) such that their corresponding states \( s_i = \varphi'(X_i) \) belong to \( S_j \).

On the other hand, according to Theorem 2, Part 4, the NFA \( \mathcal{N}^{RD\text{MR}} \) is isomorphic to the automaton of \( L \), and by Proposition 2, the right language of every state of the automaton is some atom. We conclude that the union of partial atoms \( X_i \) such that \( s_i = \varphi'(X_i) \) belong to \( A_j \), is some atom \( A_j \). Since partial atoms are disjoint, no other union of partial atoms of \( \mathcal{N} \) can be equal to \( A_j \). Thus, the claim of the proposition holds.

We use the equivalence classes \( S_0, \ldots, S_{r-1} \) of the states of the DFA \( \mathcal{N}^{RD} \) to detect which states of \( \mathcal{N} \) are atomic.

**Theorem 4.** A state \( q_i \) of an NFA \( \mathcal{N} \) is atomic if and only if the subset \( S'_i = \{ s_j \in S \mid q_i \in s_j \} \) of states of \( \mathcal{N}^{RD} \) is a union of some equivalence classes of \( \mathcal{N}^{RD} \).

Proof. Consider a state \( q_i \) of an NFA \( \mathcal{N} \) with right language \( L_i \). Let \( X' \) be the set of partial atoms \( X_j \) of \( \mathcal{N} \) that have \( L_i \) uncomplemented in the intersection representing \( X_j \), and let \( X' \) be the corresponding set of states of the partial automaton \( \mathcal{X} \) of \( \mathcal{N} \). Let \( S'_i \) be the set of states of \( \mathcal{N}^{RDR} \) that are assigned to the states in \( X' \) by the mapping \( \varphi \) of Proposition 4. Clearly, \( S'_i \) consists of exactly those states \( s_j \) of \( \mathcal{N}^{RDR} \) such that \( q_i \in s_j \).

Now suppose that \( L_i \) is a union of atoms. Since \( X' \) is the set of partial atoms of \( \mathcal{N} \) with \( L_i \) uncomplemented, \( L_i \) is equal to the union of all partial atoms in \( X' \). So the union of all partial atoms in \( X' \) is a union of atoms. By Definition 4, partial atoms in \( X' \) are mapped by \( \varphi' \) exactly to the states in \( S'_i \). By Proposition 8, \( S'_i \) is a union of some equivalence classes of \( \mathcal{N}^{RD} \).

Conversely, if \( L_i \) is not a union of atoms, then the union of partial atoms in \( X' \) is not a union of atoms either. Contrarily to the case above, the set \( S'_i \) cannot be a union of any equivalence classes of \( \mathcal{N}^{RD} \).
Example 5. Consider the NFA $N$ of Table 1 and the DFA $N^{RD}$ of Table 3. The equivalence classes of the states of $N^{RD}$ are $S_0 = \{\{1\}, \{2\}\}$ and $S_1 = \{\{0, 1\}, \{0, 2\}\}$. Since 0 appears in both states of $S_1$ and does not appear in the states of $S_0$, state 0 of $N$ is atomic. However, 1 appears in the set $\{\{1\}, \{0, 1\}\}$, which is not a union of equivalence classes; hence state 1 of $N$ is not atomic. Similarly, state 2 is not atomic.

The following result is a consequence of Theorem 4:

**Corollary 2.** An NFA $N$ is atomic if and only if $N^{RD}$ is minimal.

**Proof.** If $N^{RD}$ is minimal, the equivalence classes of its states are singletons. So the set of states of $N^{RD}$ in which a state $q_i$ of $N$ appears is a union of equivalence classes. By Theorem 4, every state is atomic, and so is $N$.

Conversely, suppose $N$ is atomic, but $N^{RD}$ is not minimal. Then there are two states $s_j$ and $s_j'$ of $N^{RD}$ which are equivalent. Without loss of generality, suppose that $q_i \in s_j \setminus s_j'$; then the set of states in which $q_i$ appears cannot be a union of equivalence classes. By Theorem 4 again, $q_i$ is not atomic, and neither is $N$.

We also have the following corollary:

**Corollary 3.** An NFA $N$ is atomic if and only if the partial atoms of $N$ are the atoms of $L$.

**Proof.** By Corollary 2, an NFA $N$ is atomic if and only if $N^{RD}$ is minimal. But, if $N^{RD}$ is minimal, then $N^{RD} = N^{RDM}$ and $N^{RDR} = N^{RDMR}$. By Theorem 2, Part 4, $N^{RDR}$ is isomorphic to the átomaton $A$ of $L$. Since by Proposition 4, the partial átomaton $\mathcal{X}$ of $N$ is isomorphic to $N^{RDR}$, $\mathcal{X}$ and $A$ are isomorphic. According to Proposition 7, this means that the partial atoms of $N$ are the atoms of $L$.

**Example 6.** All three possibilities for the atomic nature of $N$ and $N^R$ exist: $N_a$ of Table 5 and its reverse are not atomic. $N_b$ of Table 6 is atomic, but its reverse is not. $N_c$ of Table 7 and its reverse are both atomic. Note that all three of these NFAs accept $\Sigma^*ab\Sigma^*$, where $\Sigma = \{a, b\}$. 
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5.3. Extension of Brzozowski’s Theorem on DFA Minimization

Theorem 1 is the basis for Brzozowski’s “double-reversal” minimization algorithm [3]: Given any DFA $D$, reverse it to get $D^R$, determinize $D^R$ to get $D^{RD}$, reverse $D^{RD}$ to get $D^{RDR}$, and then determinize $D^{RDR}$ to get $D^{RDRD}$. This last DFA is guaranteed to be minimal by Theorem 1, since $D^{RD}$ is deterministic and $D^{RDR}$ has no empty states. Hence $D^{RDRD}$ is the minimal DFA equivalent to $D$.

Since this conceptually very simple algorithm carries out two determinizations, its complexity is exponential in the number of states of the original automaton in the worst case. But its performance is good in practice, often better than Hopcroft’s algorithm [17, 18]. Furthermore, this algorithm applied to an NFA still yields an equivalent minimal DFA; see [18], for example.

As a consequence of Corollary 2, we can now generalize Theorem 1:

**Theorem 5.** For any NFA $N$, $N^D$ is minimal if and only if $N^R$ is atomic.

**Corollary 4.** If $D$ is a non-minimal DFA, then $D^R$ is not atomic.

A referee pointed out to us two recent works concerning the double-reversal algorithm as it applies to DFAs. The first result is negative in that it shows that generic and average complexities of this algorithm are super-polynomial for the uniform distribution on DFAs [9].

The second paper, however, shows that it is possible to modify the double-reversal algorithm in such a way that it has polynomial time complexity [14]. The authors present an atomization algorithm, which produces for any NFA $N$ such that $N^R$ is a DFA with no unreachable states, an equivalent atomic NFA $N^A$. This algorithm has polynomial time complexity. Suppose $D$ is a DFA with $n$ states, and $L = L(D)$. Then, instead of $D^{RDRD}$, the authors use $D^{RARD}$. The NFA $D^{RA}$ accepts $L^R$ by construction. Let $M = D^{RAR}$. Since $M^R$ is atomic, $M^D = D^{RARD}$ is minimal by Theorem 5. The new minimization procedure runs in polynomial time, because the first reversal
operation runs in time linear in the number of states and transitions of \( D \), the atomization runs in polynomial time, the second reversal is also linear in its input, and the final determinization produces a DFA whose complexity is bounded by \( n \), the size of the original DFA.

6. Reduced Atomic NFAs of a Given Regular Language

The following properties of reduced atomic NFAs were proved in [6]. A similar approach was used more informally by Sengoku [16].

**Theorem 6 (Legality).** Suppose \( L \) is a regular language, its atomaton is \( A = (A, \Sigma, \alpha, I_A, \{A_{p-1}\}) \), and \( B = (B, \Sigma, \beta, I_B, F_B) \) is a trim NFA, where \( B = \{B_1, \ldots, B_r\} \) is a collection of sets of positive atom symbols and \( I_B, F_B \subseteq B \). If \( B' \subseteq B \), define \( U(B') = \bigcup_{B_i \in B'} B_i \) to be the set of atom symbols appearing in the sets \( B_i \) of \( B' \). Then \( B \) is a reduced atomic NFA of \( L \) if and only if it satisfies the following conditions:

1. \( U(I_B) = I_A \).
2. For all \( B_i \in B \), \( U(\beta(B_i, a)) = \alpha(B_i, a) \).
3. For all \( B_i \in B \), we have \( B_i \in F_B \) if and only if \( A_{p-1} \in B_i \).

6.1. Enumerating Reduced Atomic NFAs

If we allow equivalent states, there is an infinite number of atomic NFAs accepting a given regular language, but their behaviours are not all distinct. Hence we consider only reduced atomic NFAs. The number of trim reduced atomic NFAs can be very large. There can be such NFAs with as many as \( 2^p - 1 \) non-empty states, since there are that many non-empty sets of positive atoms.

From now on, we drop the curly brackets and commas when representing sets of states or sets of atoms in tables. For example, \{012, 01\} stands for \{0, 1, 2\}, \{0, 1\}, and \{A, AB, AC\} is used instead of \{\{A\}, \{A, B\}, \{A, C\}\}.

**Example 7.** The DFA of Table 8 was used in [11]. It accepts the language \( L = \Sigma^*(b \cup aa) \cup a \), where \( \Sigma = \{a, b\} \). The quotients of \( L \) are \( K_0 = \varepsilon^{-1}L = L \), \( K_1 = a^{-1}L = \Sigma^*(b \cup aa) \cup a \cup \varepsilon \), and \( K_2 = b^{-1}L = \Sigma^*(b \cup aa) \cup \varepsilon \). NFA \( \mathcal{D}_{RDRT}^{RDRT} \) and the isomorphic trim atomaton \( \mathcal{A}^T \) with states renamed are shown in Tables 9 and 10. The positive atoms are \( A = \Sigma^*(b \cup aa) \), \( B = a \) and \( C = \varepsilon \), and \( K_0 = A \cup B \), \( K_1 = A \cup B \cup C \), and \( K_2 = A \cup C \).

Since \( L \) is not of the form \( L = K^* \), where \( K \subseteq \Sigma^* \), no 1-state NFA exists for \( L \).
1. For the initial state we could pick state \( \{A, B\} \) with two atoms. From there, the atomaton reaches \( \{A, B, C\} \) under \( a \), and \( \{A, C\} \) under \( b \).
   
   (a) If we pick \( \{A, C\} \) as the second state, we can cover \( \{A, B, C\} \) by \( \{A, B\} \) and \( \{A, C\} \), as in Table 11. This minimal atomic NFA turns out to be unique; it is also minimal among all NFAs.
   
   (b) We can use \( \{A, B, C\} \) as a state and \( \{A, C\} \) for the transition under \( b \). This gives an NFA isomorphic to the DFA of Table 8.
   
   (c) We can use state \( \{C\} \) as shown in Table 12.

2. We can pick two initial states, \( \{A\} \) and \( \{B\} \).
   
   (a) If we add \( \{C\} \), this leads to the atomaton of Table 10.
   
   (b) A 5-state solution is shown in Table 13.

3. We can use three initial states, \( \{A\} \), \( \{B\} \) and \( \{A, B\} \). A 7-state NFA is shown in Table 14. This is a largest possible reduced solution. □

The number of minimal atomic NFAs can also be very large.

**Example 8.** Let \( \Sigma = \{a, b\} \) and consider the language \( L = \Sigma^* a \Sigma^* b \Sigma^* = \Sigma^* ab \Sigma^* \). The quotients of \( L \) are \( K_0 = L, K_1 = L \cup b \Sigma^* \) and \( K_2 = \Sigma^* \). The quotient DFA of \( L \) is shown in Table 15, and its atomaton, in Tables 16 and 17 (where the atoms have been relabelled). The atoms are \( A = L, B = b^*ba^* \) and \( C = a^* \), and there is no negative atom. Thus the quotients are \( K_0 = L = A, K_1 = A \cup B, \) and \( K_2 = A \cup B \cup C \).

We find all the minimal atomic NFAs of \( L \). Obviously, there is no 1-state solution. The states of any atomic NFA are sets of atoms, and there are seven non-empty sets of atoms to choose from. Since there is only one initial atom, there is no choice: we must take \( \{A\} \). For the transition \( (A, a, \{A, B\}) \), we can add \( \{B\} \) or \( \{A, B\} \). If there are only two states, atom \( C \) cannot be

---

**Table 8:** \( \mathcal{D} \).

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>→</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>←</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>←</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 9:** \( \mathcal{D}^{RDRT} \).

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>←</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>→</td>
<td>01</td>
<td></td>
</tr>
<tr>
<td>←</td>
<td>012</td>
<td></td>
</tr>
</tbody>
</table>

**Table 10:** \( \mathcal{A}^T \).

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>→</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>→</td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>→</td>
<td>A</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>→</td>
<td>012</td>
<td></td>
</tr>
<tr>
<td>→</td>
<td>012, 01</td>
<td></td>
</tr>
<tr>
<td>→</td>
<td>012, 12</td>
<td></td>
</tr>
</tbody>
</table>

23
Table 11: NFA $B_1$. 

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>→</td>
<td>$AB$</td>
<td>$AB, AC$</td>
</tr>
<tr>
<td>←</td>
<td>$AC$</td>
<td>$AB$</td>
</tr>
</tbody>
</table>

Table 12: NFA $B_2$. 

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>→</td>
<td>$AB$</td>
<td>$AB, C$</td>
</tr>
<tr>
<td>←</td>
<td>$C$</td>
<td></td>
</tr>
<tr>
<td>←</td>
<td>$AC$</td>
<td>$AB$</td>
</tr>
</tbody>
</table>

Table 13: A 5-state NFA. 

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>→</td>
<td>$A$</td>
<td>$A, B$</td>
</tr>
<tr>
<td>→</td>
<td>$B$</td>
<td>$C$</td>
</tr>
<tr>
<td>←</td>
<td>$AC$</td>
<td>$AB$</td>
</tr>
<tr>
<td>←</td>
<td>$C$</td>
<td></td>
</tr>
<tr>
<td>←</td>
<td>$AB$</td>
<td>$AB, C$</td>
</tr>
</tbody>
</table>

Table 14: A 7-state NFA. 

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>→</td>
<td>$A$</td>
<td>$A, B$</td>
</tr>
<tr>
<td>→</td>
<td>$B$</td>
<td>$C$</td>
</tr>
<tr>
<td>←</td>
<td>$AC$</td>
<td>$AB$</td>
</tr>
<tr>
<td>←</td>
<td>$C$</td>
<td></td>
</tr>
<tr>
<td>←</td>
<td>$AB$</td>
<td>$ABC, BC$</td>
</tr>
<tr>
<td>←</td>
<td>$ABC$</td>
<td>$ABC, BC$</td>
</tr>
<tr>
<td>←</td>
<td>$BC$</td>
<td>$C$</td>
</tr>
</tbody>
</table>

reached. So there is no 2-state atomic NFA. The results for 3-state atomic NFAs are summarized in Proposition 9.

Proposition 9. The language $\Sigma^*ab\Sigma^*$ has 281 minimal atomic NFAs.

Proof. The only initial state of the átomaton $\mathcal{A}$ corresponds to atom $A$, so $\{A\}$ must be included. To implement the transition $(A, a, \{A, B\})$ from $\mathcal{A}$, either $\{B\}$ or $\{A, B\}$ must be chosen.

1. If $\{B\}$ is chosen, then there must be a set containing $C$ but not $A$; otherwise the transition $(B, b, \{B, C\})$ cannot be realized.
   (a) If $\{B, C\}$ is taken, then $\{C\}$ must be taken, and this makes four states.
   (b) Hence $\{C\}$ must be chosen, yielding the átomaton $\mathcal{A} = \mathcal{N}_1$.

Table 15: DFA $\mathcal{D}$. 

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>→</td>
<td>0 1 0</td>
<td></td>
</tr>
<tr>
<td>1 1 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>← 2 2 2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 16: Átomaton $\mathcal{A}$. 

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>←</td>
<td>2 2 2</td>
<td></td>
</tr>
</tbody>
</table>

Table 17: $\mathcal{A}$ relabelled. 

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>←</td>
<td>$C$</td>
<td>$C$</td>
</tr>
<tr>
<td>→</td>
<td>$A$</td>
<td>$AB$</td>
</tr>
</tbody>
</table>
2. If \(\{A, B\}\) is chosen, then we could choose \(\{C\}\), \(\{A, C\}\) or \(\{A, B, C\}\), since \(\{B, C\}\) would also require \(\{C\}\). Thus there are three cases:

(a) \(\{\{A\}, \{A, B\}, \{C\}\}\) yields \(N_2\) of Table 18, if the minimal number of transitions is used. The following transitions can also be added: \((\{A\}, a, \{A\}\)), \((\{A, B\}, a, \{A\}\)), \((\{A, B\}, b, \{A\}\)). Since these can be added independently, we have eight more NFAs. Using the maximal number of transitions, we get \(N_9\) of Table 19.

(b) \(\{\{A\}, \{A, B\}, \{A, C\}\}\) results in \(N_{10}\) with the minimal number of transitions, and \(N_{25}\) with the maximal one.

(c) \(\{\{A\}, \{A, B\}, \{A, B, C\}\}\) results in \(N_{26}\) (the quotient DFA) with the minimal number of transitions, and \(N_{281}\) with the maximal one.

Also \(L\) has 3-state non-atomic NFAs. The determinized version of NFA \(N_{10}\) of Table 20 is not minimal. By Theorem 5, \(N_{10}^R\) is not atomic. But \(L^R = \Sigma^*ba\Sigma^*\); hence we obtain a non-atomic 3-state NFA for \(L\) by reversing \(N_{10}\) and interchanging \(a\) and \(b\). There are other non-atomic 3-state solutions.

<table>
<thead>
<tr>
<th>Table 18: NFA (N_2).</th>
<th>Table 19: NFA (N_9).</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rightarrow)</td>
<td>(\rightarrow)</td>
</tr>
<tr>
<td>(A)</td>
<td>(A)</td>
</tr>
<tr>
<td>(AB)</td>
<td>(A, AB)</td>
</tr>
<tr>
<td>(AB)</td>
<td>(A, AB)</td>
</tr>
<tr>
<td>(C)</td>
<td>(C)</td>
</tr>
<tr>
<td>(\leftarrow)</td>
<td>(\leftarrow)</td>
</tr>
<tr>
<td>(AB)</td>
<td>(A, AB)</td>
</tr>
<tr>
<td>(AB)</td>
<td>(A, AB)</td>
</tr>
<tr>
<td>(AB, C)</td>
<td>(A, AB, C)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 20: NFA (N_{10}).</th>
<th>Table 21: NFA (N_{25}).</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rightarrow)</td>
<td>(\rightarrow)</td>
</tr>
<tr>
<td>(A)</td>
<td>(A)</td>
</tr>
<tr>
<td>(AB)</td>
<td>(A, AB)</td>
</tr>
<tr>
<td>(AB)</td>
<td>(A, AB)</td>
</tr>
<tr>
<td>(AB, C)</td>
<td>(A, AB, AC)</td>
</tr>
<tr>
<td>(\leftarrow)</td>
<td>(\leftarrow)</td>
</tr>
<tr>
<td>(AC)</td>
<td>(A, AB, AC)</td>
</tr>
<tr>
<td>(AB)</td>
<td>(A, AB)</td>
</tr>
<tr>
<td>(AB)</td>
<td>(A, AB)</td>
</tr>
<tr>
<td>(AB, AC)</td>
<td>(A, AB, AC)</td>
</tr>
<tr>
<td>(\leftarrow)</td>
<td>(\leftarrow)</td>
</tr>
<tr>
<td>(AC)</td>
<td>(A, AB, AC)</td>
</tr>
<tr>
<td>(AB)</td>
<td>(A, AB)</td>
</tr>
<tr>
<td>(AB)</td>
<td>(A, AB)</td>
</tr>
<tr>
<td>(AB, AC)</td>
<td>(A, AB, AC)</td>
</tr>
</tbody>
</table>

One can verify that there is no NFA with fewer than 3 states which accepts the language \(L = \Sigma^*ab\Sigma^*\). This implies that every minimal atomic NFA of \(L\) is also a minimal NFA of \(L\). However, this is not the case with all regular languages, as we will see next.
6.2. Atomic Minimal NFAs

Recall that Sengoku defines an NFA $\mathcal{N}$ to be in standard form \[16\] (p. 19) if $\mathcal{N}^{RD}$ is minimal. By our Corollary 2, such an $\mathcal{N}$ is atomic. Sengoku makes the following claim \[16\] (p. 20):

*We can transform the nondeterministic automaton into its standard form by adding some extra transitions to the automaton. Therefore the number of states is unchangeable.*

This claim amounts to stating that any NFA can be transformed to an equivalent atomic NFA by adding some transitions. Unfortunately, it is false:

**Theorem 7.** There exists a language for which no minimal NFA is atomic.

**Proof.** The regular language $L_1$ accepted by DFA $D$ of Table 24 is the same as that of an NFA considered in \[13\] (p. 80, Sect. 3). NFA $D^{RDR}$ and its isomorphic átomaton $\mathcal{A}$ with relabelled states are in Tables 25 and 26, respectively (there is no negative atom).

Recall that a “fooling set” for a regular language $L$ is a set $S = \{ (x_i, y_i) \mid x_i, y_i \in \Sigma^*, i = 1, 2, \ldots, k \}$ such that $x_iy_i \in L$ for all $i$, and either $x_iy_j \notin L$ or $x_jy_i \notin L$ for all $i \neq j$. It is known that every NFA of $L$ needs at least $k$ states, if it has a fooling set of cardinality $k$ \[2\]. One verifies that $\{ (\varepsilon, b), (a, bb), (aa, bbb), (b, \varepsilon) \}$ is a fooling set for $L_1$. Hence every NFA for $L_1$ requires at least four states.

A minimal NFA $\mathcal{N}_{\text{min}}$ of $L_1$ having four states is shown in Table 27; it is not atomic and it is not unique. We try to construct a 4-state atomic NFA $\mathcal{N}_{\text{atom}}$ equivalent to $D$. First, we note that quotients corresponding to the states of $D$ can be expressed as sets of atoms as follows: $K_0 = \{B, D, F\}$, $K_1 = \{C, E, F\}$, $K_2 = \{A, C, E, F\}$, $K_3 = \{D, E, F\}$, $K_4 = \{B, D, E, F\}$, $K_5 = \{A, B, D, E, F\}$, $K_6 = \{C, D, E, F\}$, $K_7 = \{A, B, C, D, E, F\}$, and $K_8 = \{B, C, D, E, F\}$. One can verify that these are the states of the determinized version of the átomaton, which is isomorphic to the original DFA $D$.

---

<table>
<thead>
<tr>
<th>Table 22: NFA $\mathcal{N}_{26}$.</th>
<th>Table 23: NFA $\mathcal{N}_{281}$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rightarrow$ A</td>
<td>$\rightarrow$ A</td>
</tr>
<tr>
<td>B</td>
<td>A, AB</td>
</tr>
<tr>
<td>$\leftarrow$ ABC</td>
<td>$\leftarrow$ ABC</td>
</tr>
<tr>
<td>A, AB, ABC</td>
<td>A, AB</td>
</tr>
</tbody>
</table>
Now, every state of \( N_{\text{atom}} \) must be a subset of a set of atoms of some quotient, and all these sets of atoms of quotients must be covered by the states of \( N_{\text{atom}} \). We note that quotients \( \{B, D, F\} \), \( \{C, E, F\} \), and \( \{D, E, F\} \) do not contain any other quotients as subsets, while all the other quotients do. It is easy to see that there is no combination of three or fewer sets of atoms, other than these three sets, that can cover these quotients. Since our aim is to find a four-state atomic NFA, and because we also need a set containing the atom \( A \), we have to use these three sets as states of \( N_{\text{atom}} \). To use only one set of atoms with \( A \), that set has to be a subset of every quotient having \( A \). So it must be a subset of \( \{A, E, F\} \). If we use \( \{A\} \) as a state, then by the transition table of the automaton, there must be at least one more state to cover \( \{A, B\} \). Similarly, if we use \( \{A, E\} \), then we must have another state to cover \( \{A, B, D\} \). If we use \( \{A, F\} \), then we must have a state to cover \( \{A, B, E, F\} \). And if we use \( \{A, E, F\} \), then we must have a state to cover \( \{E, F\} \). We conclude that a smallest atomic NFA has at least five states. There is a five-state atomic NFA, as shown in Table 28. It is not unique.

Since there does not exist a four-state atomic NFA equivalent to the DFA \( D \), it is not possible to convert the non-atomic minimal NFA \( N_{\text{min}} \) to an atomic NFA by adding transitions.

In summary, Sengoku’s method cannot always find the minimal NFAs, but it is able to find all atomic minimal NFAs. His minimization algorithm proceeds by “merging some states of the normal nondeterministic automaton”. This is similar to our search for subsets of atoms that satisfy Theorem 6.
Table 27: NFA $N_{\text{min}}$.

<table>
<thead>
<tr>
<th>$\rightarrow$</th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1, 2</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0, 3</td>
</tr>
<tr>
<td>$\leftarrow$</td>
<td>2</td>
<td>0, 2, 3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 28: $N_{\text{atom}}$.

<table>
<thead>
<tr>
<th>$\rightarrow$</th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rightarrow$</td>
<td>BDF</td>
<td>CEF</td>
</tr>
<tr>
<td>CEF</td>
<td>DEF</td>
<td>BDF, DEF</td>
</tr>
<tr>
<td>$\leftarrow$</td>
<td>AEF</td>
<td>BDF, AEF, DEF</td>
</tr>
<tr>
<td>DEF</td>
<td>DEF</td>
<td>CEF</td>
</tr>
<tr>
<td>EF</td>
<td>DEF</td>
<td>EF</td>
</tr>
</tbody>
</table>

7. Conclusions

For any NFA $N$, we introduced a natural set of languages, the partial atoms, and constructed a new NFA, which we proved to be isomorphic to $N^{RDR}$—an NFA studied by Sengoku. For any regular language $L$, we introduced a natural set of languages, the atoms of $L$; we then constructed an NFA $A$, the atomaton of $L$, which we proved to be isomorphic to the NFA $N^{RDMR}$, also studied by Sengoku. We introduced atomic automata, and generalized Brzozowski’s method of minimization of DFAs by double reversal. We studied atomic NFAs associated with a given regular language and, contrarily to Sengoku’s claim, proved that not every language has an atomic minimal NFA.

For completeness we mention that the quotient complexity (equivalent to state complexity) of atoms of regular languages was studied in [6] and [4].
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